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Touch and Beyond: Comparing Physical and
Virtual Reality Visualizations
Kurtis Danyluk, Teoman Ulusoy, Wei Wei, and Wesley Willett

Abstract—We compare physical and virtual reality (VR) versions of simple data visualizations and explore how the addition of virtual
annotation and filtering tools affects how viewers solve basic data analysis tasks. We report on two studies, inspired by previous
examinations of data physicalizations. The first study examines differences in how viewers interact with physical hand-scale, virtual
hand-scale, and virtual table-scale visualizations and the impact that the different forms had on viewer’s problem solving behavior. A
second study examines how interactive annotation and filtering tools might support new modes of use that transcend the limitations of
physical representations. Our results highlight challenges associated with virtual reality representations and hint at the potential of
interactive annotation and filtering tools in VR visualizations.

Index Terms—Human-Computer Interaction, Visualization, Data Visualization, Virtual Reality, Physicalization.
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1 INTRODUCTION

N EW hardware and fabrication technologies are increas-
ingly making it possible for data visualizations to tran-

scend the limits of page and screen. Immersive visualization
tools [1] promise to use virtual reality (VR), augmented
reality (AR), and other technologies to embed representa-
tions of data in rich environments or in the context of real-
world tasks. Meanwhile work on data physicalization [2]
has highlighted the potential of representing data via real
objects in physical spaces. However the trade-offs associated
with presenting data using these highly immersive virtual
and physical representations remain poorly understood.

Early explorations of data physicalizations suggest that
their tangible nature allows viewers to inspect, mark,
and manipulate them more effectively than on-screen ver-
sions [3] and that viewers may find them more memorable
than visualizations on paper [4]. While current VR and AR
tools are not able to support this kind of tactile feedback
and manipulation, they offer the potential for visualizations
that transcend the limits of physical reality. Because they
are not constrained by manufacturing complexity or even
the limitations of real-world physics, visualizations on these
platforms can easily be created in scales and configurations
that would be impossible with physical objects. Moreover,
they can support new kinds of interaction and manipula-
tion, allowing viewers to reach through visualizations or
dynamically change their form and behavior, while still
retaining many of the characteristics of physicalizations.

In this paper we are interested in determining if VR
versions of physical visualizations can convey some of the
benefits of physicalizations. To answer this question we
conducted two experiments which compare physical 3D bar
charts against virtual copies at two different scales, and then
test whether simple annotation tools can replicate some of
the affordances lost in the transition from physical to virtual.
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We designed this initial examination of the potential of
immersive virtual visualizations by extending Jansen et al.’s
studies of physicalizations [3] to VR environments. We first
describe a new version of Jansen et al.’s original experiment
in which we recreated their physical visualizations out of
Lego and compared them against virtual versions at hand-
sized and table-sized scales. We then explore the addition of
new interactive annotation and filtering tools enabled by the
move to VR. Our results highlight a clear preference among
participants for physical versions of the visualizations, as
well as enthusiasm for the kinds of interactive tools intro-
duced in the VR versions. We also highlight the potential
for VR systems to support new kinds of analysis via simple
immersive interactions.

2 RELATED WORK

Our research builds directly on past work in virtual reality
visualization as well as recent work in data physicalization.

2.1 Virtual Reality Information Visualization

Virtual reality (VR) is by no means a new field of research,
with the first system created by Sutherland [5] in 1968. How-
ever, the debut of the Oculus Rift SDK in 2013, and the sub-
sequent release of consumer headsets such as the HTC Vive
and Windows Mixed Reality devices has renewed interest in
the field. While the scientific visualization community has
long embraced VR for showing 3D data with clear spatial
embeddings, information visualization researchers are now
increasingly looking for novel ways to display data using
immersive VR [6], [7].

Early investigations of abstract data visualizations in VR
typically used either “fishtank” VR or CAVE systems which
rely on head-tracking and stationary displays [8], [9]. As
early as 1993, Arthur et al. [8] examined participants’ ability
to trace tree structures using a fish tank VR setup and found
considerable speed and accuracy benefits compared to its
2D, on-screen, counterpart. Later work by Demiralp et al. [9]
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Fig. 1. (From left to right) A virtual room-scale visualization (6.4 m diameter across with 1.7 m person for context), a virtual table-scale visualiza-
tion (64 cm diameter across), and physical hand-scale versions (10 cm diameter across).

further explored the impact of visualizations of different
scales using both �sh tank VR and CAVE VR systems.
Their �ndings highlighted the potential of VR visualization
generally, while noting that �sh tank VR was a better �t for
most contexts, especially when visualizations were smaller
than viewers' bodies.

In the last few years, however, the increasing availability
of VR and AR head-mounted displays (HMDs) has resulted
in a groundswell of new immersive information visual-
ization tools. These include systems like Donalek et al.'s
iViz [6] which adapt traditional abstract visualizations like
scatterplots to shared 3D spaces, as well as more complex
tools like Cordeil et al.'s ImAxes [10] which leverage the
�exibility and openness of VR environments to create new
abstract visualization types.

However, the potential bene�ts and trade-offs associ-
ated with various VR design choices for abstract data vi-
sualization remain poorly understood. Initial studies have
highlighted the effectiveness of immersive VR environments
with stereoscopic and motion-based depth cues for particu-
lar kinds of visualization tasks including graph analysis [11].
Experiments have also shown that visualizations displayed
on HMDs compare favorably against much more costly
CAVE systems [12]. Similarly, work on immersive unit
visualization [13] has showcased the potential for VR to sup-
port transitions between multiple scales, supporting both
high-level analysis and detailed examination of individual
data points within the same continuous environment. So
far, however, this research gives little guidance as to which
scales are the most effective for various tasks and datasets.

2.2 Physical Visualizations

Meanwhile, work on data physicalization has identi�ed a
variety of bene�ts for immersive physical instantiations
of data [2]. Interestingly, this growing body of research
attributes many of the positive characteristics of these phys-
ical representations to their ease of manipulation and ex-
ploration, as well as their strong physical and emotional
presence [14] – traits which VR and AR tools are increasingly
able to approximate. As such, our experiments are heavily
inspired by fundamental work by Jansen et al. [3] which
compared the performance of physicalizations against on-
screen equivalents and investigated multiple factors (includ-
ing stereoscopic depth cues and tangible manipulation) that
contribute to the performance differences between them.

Studies by Berard and Louis. [15] have also begun to
explore the interstitial space between physical and virtual
systems, examining novel “handheld perspective-corrected
displays” which can stereoscopically project complex in-
teractive puzzles and other objects onto simple volumetric
props. Interestingly, participants in Berard et al.'s studies
were able to solve complex 3D puzzles faster and more accu-
rately when using projected virtual objects than when using
physically printed ones – likely because the virtual objects
did not suffer from the poor contrast, occlusions, and other
shortcomings of the physical materials. However, other
recent studies have highlighted some challenges related to
viewers' perception of physicalizations. For instance, Jansen
and Hornbæk [16] have shown consistent biases in viewers'
perception of physicalizations that use size as a physical
variable (reminiscent of similar biases in 2D and 3D on-
screen representations). Similarly, Sauvé et al. [17] have
shown that the orientation and layout of a physicalization
can drastically change how viewers interpret it.

3 GOING BEYOND THE PHYSICAL

Data physicalizations allow viewers to leverage their real-
world perceptual and physical abilities to inspect and
interpret data, using interactions that build on familiar
metaphors and expectations from the physical world. Initial
work in this space highlights how physicalizations can
provide a variety of bene�ts, including support for physical
manipulation and locomotion [2] and may also encourage
greater memorability [4] and engagement [18]. However,
physicalizations can be complicated, dif�cult, and imprac-
tical to construct – especially as their scale and degree
of interactivity increases. Even relatively simple tabletop
systems like EMERGE [19] and inFORM [20], for example,
required long-term, concentrated engineering efforts to de-
velop and maintain. Meanwhile the few examples of even
larger room- and building-scale visualizations are mostly art
installations, whose goals are aesthetic or communication-
oriented, rather than analysis-focused.

VR systems, meanwhile, offer many of the advantages
of physicalizations, providing increasingly vivid immersion
and presence facilitated by binocular and motion-based
depth cues, realistic interactions, and increasing levels of
visual realism – without the prohibitive costs. As a result,
VR tools offer the opportunity to create kinds of spatially-
embedded visualizations that would be dif�cult or impossi-
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ble in the physical world. For example, virtual environments
can accommodate visualizations at extreme scales and lev-
els of detail without material costs or space constraints.
Similarly, virtual visualizations can support interactive ma-
nipulations that would be limited by the physics of real-
world objects, including dynamically changing visualiza-
tions' materials, sizes, or transparency. Virtual environments
may also make it easier to design and implement tools
and interactions to support common tasks like �ltering,
selection, and annotation.

As an initial exploration, we examine the potential for
VR interfaces that build on the kinds of simple chart designs
and interactions that already show promise in the physical
world. Speci�cally, we use virtual reality prototypes to
recreate and extend foundational studies of simple data
physicalizations. This allows us to examine the impact of
larger visualization scales and test new kinds of interactive
tools, while still preserving many of the norms associated
with simple, physical charts.

4 EXPERIMENTS

We based both our visualizations and our experiment de-
signs on those used by Jansen et al. [3] in their early studies
of physicalization use. In these studies, participants used
small physical 3D bar charts as well as 2D and 3D on-
screen versions to complete a series of simple data analysis
tasks. The studies also compared the same physicalizations
against on-screen versions that used stereo depth cues and
supported rotation using physical props. Based on these
explorations, Jansen et al. concluded that the advantages
of the physicalizations likely related to participants' ability
to manipulate and inspect the objects while simultaneously
using their �ngers to mark and compare items of interest.
This direct interaction, combined with the high visual �-
delity of the physical object, helped participants compen-
sate for problems like occlusion that routinely plague 3D
visualizations on screens.

VR visualizations, unlike their 3D on-screen counter-
parts, have the potential to offer many of the same kinds
of interactions, allowing viewers to manipulate and inspect
virtual objects much as they would physical ones. Recent VR
systems also offer levels of immersion and visual �delity
that are increasingly able to approximate the appearance
and behavior of real-world settings.

4.1 Visualization Designs

To examine these tradeoffs further, we created a variety of
virtual and physical charts which mirror the bar charts cre-
ated by Jansen et al. (Figure 2). Like the originals, our charts
(Figure 1) featured a 10 � 10 array of bars with a white
base and black labels. We also retained the same bar widths,
spacing, aspect ratio, and color palette. The back sides of our
VR charts were entirely transparent, with �oating axis lines
and values. To increase legibility, we added higher-contrast
tick marks on the bars themselves. We also increased the
size of the category labels and aligned them more closely
with their respective bars. As in Jansen et al.'s study, we
used this chart template to generate a variety of different
charts each using 10 years worth of development statistics

Fig. 2. Jansen et al.'s 3D on-screen visualization and physicalization [3].

from Gapminder [21] organized by country. We opted to use
percentages for all axes, rather than raw counts or intervals,
to reduce the potential for confusion.

We initially created three different versions of these
charts in VR to examine the impact of visualization scale.
The smallest of these virtual charts were hand-scale, mea-
suring roughly 10 cm across. While the overall form of the
visualization mirrored of Jansen et al.'s original stimuli, we
increased the dimensions by 25% (from 8 cm to 10 cm) in
order to ensure the legibility of labels in VR. These resulting
charts are also similar in scale to the VR small-multiple bar
charts used in recent work by Liu et al. [22]. Next, we created
table-scale versions which measured 64 cm across, similar
to the size of tabletop bar-chart displays like EMERGE [19]
(Figure 3a) and shape-changing displays like Relief [23],
Tangible Cityscape [24] and inFORM [20]. We placed these
table-scale visualizations atop a virtual plinth with a default
height of 1 m. We also created room-scale versions of the vi-
sualizations, which measured 6.4 m to a side. This scale was
inspired by large-scale installations like Richard Burdett's
population-density models of major cities [25], the walkable
age pyramid (Figure 3b) created by Atelier Brükner [26],
and the eCLOUD [27] and airFIELD [28] sculptures – all of
which allow viewers to explore data by physically walking
through, under, and around it. Finally, we created physical
hand-scale charts with the same 10 cm dimensions as our
VR versions. While Jansen et al. constructed their original
charts using laser-cut and painted acrylic, we built ours
out of Lego bricks with custom 3D-printed baseplates. This
allowed us to construct new charts more quickly, while also
precisely matching the dimensions of our 10 cm virtual
hand-scale charts. We excluded 2D versions of the charts,
which have already been examined extensively in Jansen et
al.'s work, and instead focused explicitly on comparisons
between physical charts and their VR counterparts. We
provide more detailed descriptions of the speci�c designs
used in each of our experiments below.

4.2 Virtual Environment

We conducted the VR component of our experiments using
a test environment that we implemented using Unity which
supports a variety of VR headsets including the HTC Vive
and Windows Mixed Reality devices. For our studies, we
used an HTC Vive installed in a 2.5m � 2.5m tracked area in
an open-plan research space. Related studies have explored
the use of alternative control schemes for VR interaction,
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