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Figure 1: We explore how domestic robots can be repurposed to enhance modern lifestyles through novel applications and 
interactions. Using a vacuum robot as an example, we identified 12 key design dimensions and over 100 use cases. Here, we 
showcase a reappropriated domestic robot supporting user Taylor throughout a typical day (left to right): it (1) functions as a 
mobile light therapy device to start the morning; (2) provides pill reminders before she begins breakfast; (3) delivers plant care 
while Taylor eats; (4) performs home assessments to log a daily house check; (5) facilitates interactive pet engagement while 
Taylor is away; (6) displays a “Do Not Disturb” sign outside the room during calls; (7) projects cooking recipes onto the kitchen 
counter as she prepares dinner. We also demonstrate the feasibility of this design space with four proof-of-concept prototypes. 

Abstract 
We are increasingly adopting domestic robots (e.g., Roomba) that 
provide relief from mundane household tasks. However, these 
robots usually only spend little time executing their specific task 
and remain idle for long periods. They typically possess advanced 
mobility and sensing capabilities, and therefore have significant po-
tential applications beyond their designed use. Our work explores 
this untapped potential of domestic robots in ubiquitous computing, 
focusing on how they can improve and support modern lifestyles. 
We conducted two studies: an online survey (n=50) to understand 
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current usage patterns of these robots within homes and an ex-
ploratory study (n=12) with HCI and HRI experts. Our thematic 
analysis revealed 12 key dimensions for developing interactions 
with domestic robots and outlined over 100 use cases, illustrating 
how these robots can offer proactive assistance and provide privacy. 
Finally, we implemented a proof-of-concept prototype to demon-
strate the feasibility of reappropriating domestic robots for diverse 
ubiquitous computing applications. 

CCS Concepts 
• Human-centered computing → Ubiquitous and mobile com-
puting; Interaction devices. 
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1 Introduction 
Robots are becoming an integral part of our daily lives, with domes-
tic robots such as vacuum cleaners and lawnmowers growing in 
popularity and expected to see annual market growth of 18.8% by 
20281 . As these technologies become more prevalent, it is crucial to 
explore how to optimise them to assist users better. A large body of 
prior research in Human-Computer Interaction (HCI) and Human-
Robot Interaction (HRI) has focused on key areas such as adop-
tion trends [1, 29, 78, 79], physical personalisation [92, 93], social 
and long-term usage impact [45, 107], and technological improve-
ments [2, 82, 91]. However, while these robots usually only spend 
a small fraction of time executing their specific task, they remain 
idle for significant periods. This untapped idle time presents an 
opportunity to repurpose robots for additional tasks or interactions, 
thereby enhancing their overall utility and supporting people’s 
lives. This idea also aligns with the growing need for adaptable 
robots and integrated systems that can seamlessly fit into our daily 
lives, as highlighted by [19, 32]. 

Despite technological advancements and their increasing pres-
ence in our living spaces, domestic robots are often perceived as 
limited, single-purpose devices [108]. Recent research has focused 
on extending the capabilities of domestic robots beyond single-task 
applications. For example, toolkits such as Dobb-e [81] and Stretch 
32 , as well as commercial products like Amazon Astro3 and Sam-
sung Ballie4 , illustrate the shift toward multi-purpose robots. In 
the same vein, existing research has explored the use of robots 
for multiple domestic tasks, such as home organisation [69], task 
allocation with a fixed robotic arm [42], identifying 25 existing 
household chores that robots might perform [21], and user expec-
tations from humanoid robots performing traditional household 
tasks [20]. Although prior studies have provided valuable insights, 
they often focus on stationary or humanoid robots performing pre-
defined household tasks. In contrast, we investigate how mobile 
domestic robots, such as robot vacuums, can be repurposed to sup-
port a broader range of activities across different areas of the home. 
By leveraging their mobility, we aim to extend their functional-
ity beyond conventional chores, opening up new possibilities for 
domestic robots in the home. 

This paper shifts focus to an overlooked yet essential aspect: the 
idle time of domestic robots. Idle time, defined as periods when a 
robot is not performing its primary task, presents unique opportu-
nities for value-adding interactions. For instance, a robot vacuum 
could use its idle time for tasks like home security monitoring or 
watering plants, leveraging its advanced sensors, such as LiDAR 
and infrared cameras, as well as its mobility (Figure 1). This type 

1https://www.marketsandmarkets.com/Market-Reports/household-robot-market-
253781130.html 
2https://hello-robot.com/stretch-3-product
3https://www.amazon.com/Introducing-Amazon-Astro/dp/B078NSDFSB
4https://news.samsung.com/us/samsung-ballie-ai-companion-robot-home-video-
ces-2024/ 

of versatility is unique compared to most stationary smart home 
devices (e.g., smart speakers, thermostats, or security cameras), 
which lack mobility. Domestic robots with mobility (e.g., robot 
vacuums) can extend their utility beyond their primary tasks by 
physically navigating spaces to perform diverse functions. This 
capability opens up new possibilities for the HCI community to 
enhance household efficiency and convenience. 

Prior research on utilising idle periods of smart home devices 
has focused primarily on technical improvements. For example, 
stationary devices like voice assistants use idle time for tasks such 
as model updates [103] or information processing [23]. Similarly, 
research on robots has explored idle motion for social purposes, 
such as signalling activity or enhancing social presence [7, 8, 10, 58], 
or improving social appropriateness [68]. Studies also suggest that 
active devices create a more positive user mindset compared to idle 
ones [95]. However, the idle time of domestic robots remains under-
utilised for practical tasks. To the best of our knowledge, this paper 
is the first to highlight the untapped potential of domestic robot’s 
mobility and systematically explore how to repurpose idle time 
for diverse, value-adding interactions such as home maintenance, 
on-demand assistance, and pet care. 

We propose that modern domestic robots should not be seen 
solely as cleaning machines but as versatile tools equipped with 
sensors and mobility in three-dimensional space. Our approach 
differs from previous work, which repurposed domestic robots for 
specific tasks like providing haptics in virtual reality [106]. Instead, 
we create a comprehensive design space to expand the interaction 
capabilities of these robots. While methods exploring idle time in 
devices like smart speakers are valuable, they are only partially 
applicable to domestic robots due to the limited functionality of 
such devices compared to the advanced capabilities of modern 
robots. We aim to leverage robot’s idle time and mobility to unlock 
new applications in ubiquitous computing. 

To guide our investigation, we have formulated the following 
research questions: 
RQ1: What are the current usage patterns of domestic cleaning 

robots from the end-user’s perspective? 
RQ2: What is the design space for creating interactions with do-

mestic robots? 
RQ3: What additional functions can domestic cleaning robots per-

form during idle periods? 
To address RQ1, we conducted an online survey with 50 partici-

pants, which revealed that robot vacuum cleaners often experience 
idle periods (e.g., an average cleaning duration of 1 hour and 47 
minutes), offering an introductory context for exploring additional 
functionalities during these periods. 

For RQ2 and RQ3, we conducted an exploratory study involv-
ing interviews with 12 HCI and HRI experts to identify possible 
capabilities. Through thematic analysis, we developed a design 
space comprising 12 dimensions for enhancing interactions with 
domestic robots. The interviews also revealed over 100 potential 
applications to expand robot functionalities beyond their primary 
tasks. Finally, we demonstrate the technical feasibility of our design 
space by implementing four working applications using a domestic 
robot. Collectively, our approach underscores how domestic robots 
can be leveraged to improve and support modern lifestyles. 

https://doi.org/10.1145/3706598.3714266
https://www.marketsandmarkets.com/Market-Reports/household-robot-market-253781130.html
https://www.marketsandmarkets.com/Market-Reports/household-robot-market-253781130.html
https://hello-robot.com/stretch-3-product
https://www.amazon.com/Introducing-Amazon-Astro/dp/B078NSDFSB
https://news.samsung.com/us/samsung-ballie-ai-companion-robot-home-video-ces-2024/
https://news.samsung.com/us/samsung-ballie-ai-companion-robot-home-video-ces-2024/
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To summarise, the main contributions of this research include: 
• Findings from an expert study, presented as a 12-dimensional 
design space for creating interactions with domestic robots. 

• A compilation of over 100 application cases to expand robot 
functionalities. This list serves as a rich resource for under-
standing the wide range of tasks that domestic robots can 
perform beyond their defined role, from household chores 
to entertainment and companionship. 

• Evidence of the practical feasibility of our design space, 
demonstrated through the implementation of four proof-
of-concept applications. 

2 Related work 
We conducted a literature review across both HCI and HRI fields to 
examine how domestic robots are used. Prior research mainly fo-
cuses on robots’ primary tasks and their impact on households, 
which informs our exploration of how cleaning robots can be 
utilised during idle periods. 

2.1 Design Challenges and Opportunities in 
Domestic Robot Interaction 

Research on domestic robots has largely focused on their social 
integration and user adoption. Early works by Forlizzi [33, 34] 
demonstrated how robots like Roomba reshaped household rou-
tines and integrated socially and aesthetically. Young et al. [107] 
identified key social factors influencing the adoption of domestic 
robots. While these studies provide valuable insights, they primar-
ily address social and integration issues, leaving the role of robots 
as interactive conduits in home environments underexplored. A sig-
nificant body of design guidelines centres on specific use cases. For 
example, Moharana et al. [69] explore robots in organisation and 
storage tasks. Other studies focus on fostering child development 
through reading [57], enabling mobile robotic telepresence [16], 
and offering personalised rehabilitation support [17]. 

It is important to note that household dynamics create unique 
design challenges and opportunities beyond individual use cases. 
These dynamics—including diverse user needs, routines, and envi-
ronmental factors—require careful consideration when designing 
interactive systems, especially those integrated into home environ-
ments. Most closely related to our work is Herr et al. [42], which 
explores user expectations, task allocation, and interaction methods 
for fixed robotic arms. In contrast, our research incorporates the 
mobility of robots, which introduces distinct challenges and opens 
up new opportunities for advancing domestic robots. 

To provide designers and engineers with a comprehensive design 
space for novel domestic robot applications, we use the Research-
through-Design (RtD) methodology [112]. In robotics, RtD has been 
applied to co-design social robots with older adults [67], tabletop 
telepresence [28], extra-linguistic cues [49], and wearable compan-
ions [24]. Others have focused on, artificial movement sounds [74], 
spatially distributed robot sound influences [73], playful interven-
tions for elderly care [5], and socially assistive robots to reduce 
anxiety [56]. These studies underscore the usefulness of RtD in 
creating new interactions and functionalities. However, existing 
work does not explore idle time, which are periods when robots 
are not engaged in their primary functions, as a design opportunity. 

Our work is the first to apply RtD to reappropriate idle time in do-
mestic robots, framing it as an interaction resource. This approach 
expands the functional capabilities of domestic robots and opens 
up new research opportunities at the intersection of robotics and 
ubiquitous computing. 

2.2 Multi-Functional Domestic Robots: 
Consumer Products and Research Works 

Domestic robotics has advanced significantly in recent years due 
to a growing need for versatile help around the house. In this con-
text, Fong et al. [32] systematic review underscores the importance 
of adaptability in robots, similarly Brush et al. [19] highlight the 
challenges posed by managing separate home device subsystems, 
advocating for more integrated and flexible solutions. This section 
highlights key developments in both commercial products and re-
search prototypes. It shows that more focus is being placed on 
creating multi-functional and adaptable designs to meet user needs 
and expectations. 

Commercial products like Amazon Astro5 , Samsung Ballie6 , Pep-
per7 , Unitree G18 , and 1X9 have teased a range of promising applica-
tions, highlighting the market’s growing interest in multi-functional 
robots. Research examples include Dobb·E, which is a versatile 
general-purpose mobile robot capable of learning manipulation 
actions, such as picking up tissue paper and opening a microwave 
door, from five minutes of user demonstration [81], ROBEAR is 
a nursing robot capable of heavy-lifting tasks and social interac-
tions [46], and Hobbit is a care robot featuring user entertainment 
as well as fall detection and prevention [31]. Recent work integrat-
ing LLMs has pushed the boundaries of robotic learning [109]. Some 
exemplary works include using LLM to generalise a set of rules to 
organise items on a floor according to a user’s preferences [102] 
and generating action plans for general-purpose robots [2, 82]. For 
a more in-depth exploration of the current trends in HRI, we refer 
readers to these systematic surveys [37, 52]. 

While prior research has demonstrated the usefulness of domes-
tic robots in performing varied tasks, it often lacks a comprehensive 
approach to exploring their full potential. Our work addresses this 
gap by introducing a structured design space derived from expert 
interviews and thematic analysis. This design space can aid design-
ers and researchers in creating new use cases and expanding the 
potential of domestic robotics. A key contribution of our work is 
the reappropriation of existing products, such as the Roomba, trans-
forming them into multi-functional robots capable of performing 
diverse tasks in varied home environments. 

2.3 Use of Idle Period in Smart Home Devices 
A large body of work has leveraged idle times to drive technical 
improvements in smart-home devices, such as smart speakers and 
IoT devices. Pawlaszczyk et al. [23] analysed the Echo 3 and de-
scribed that it was permanently in standby mode to record small 

5https://www.amazon.com/Introducing-Amazon-Astro/dp/B078NSDFSB
6https://news.samsung.com/us/samsung-ballie-ai-companion-robot-home-video-
ces-2024/
7https://www.softbank.jp/en/robot/
8https://www.unitree.com/g1
9https://www.1x.tech/neo 
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Time of day (hour) 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

Usage Distribution (%) 0.0 0.0 0.0 0.0 0.0 0.0 3.5 3.5 10.5 15.8 21.1 1.8 3.5 3.5 0.0 7.0 7.0 5.3 10.5 1.8 3.5 0.0 1.8 0.0     

Figure 2: Distribution of robot vacuum cleaner usage patterns throughout the day among 50 survey participants. 

sections of the ambient noises and initiated the voice control sys-
tem once it identified keywords. Xu et al. [103] introduced CHA, 
an edge-based caching framework for voice assistant systems. It 
saved the feedback locally during the active period and adopted 
batch adaptive learning on the feedback when it was in an idle state 
derived from long-term tracking of the usage pattern. In terms of 
robots, this has predominantly focused on features like blinking, 
posture shifts, and non-verbal cues [8, 62]. Other works showed 
that idle behaviours, such as head movements and hand gestures, 
can improve perceptions of human-likeness and social appropri-
ateness [7, 10, 58, 68]. Work by Söderlund shows a busy service 
robot received a higher positive overall evaluation from partici-
pants than an idle one [95]. Debie et al. [26] conducted a literature 
survey on the progress of swarm robotics, focusing on how mul-
tiple robots use distributed control and collective behaviours to 
collaborate and achieve shared objectives in complex environments. 
Most pertinently, Sung et al. [93] investigated Roomba ownership 
and usage patterns, providing insights into how users integrate 
domestic robots into their daily lives. However, their study did 
not include information on these devices’ usage patterns or idle 
periods. In summary, this body of literature illustrates two key 
findings: (i) there is a higher user preference for domestic robots 
to be busy, resulting in positive perception [95]. (ii) while some 
studies have explored idle behaviours, to the best of our knowledge, 
there is no foundational work that synthesises and develops a multi-
dimensional design space to leverage the opportunities presented 
by idle domestic robots. In our work, we contribute an end-user 
survey to quantify when and how long domestic robots remain idle 
throughout the day, along with a comprehensive design space to 
inform future developments in this area. 

3 Preliminary Survey: Usage Time 
While robot manufacturers provide standard cleaning and charg-
ing times for vacuum cleaners10,11 , these metrics do not capture 
the real-world idle time influenced by user-centric factors such as 
home size, behaviour, and pet ownership. Sung et al. [93] examined 
Roomba owner demographics and usage trends, but the timing 
or duration of robot activity was not detailed. To fill this gap, we 
conducted an online survey of 50 robot vacuum owners (30 male, 
18 female, 2 non-binary; average age 35.66, SD=6.63) from North 
America (48%), Europe (34%), and Asia (18%). Most respondents 
worked from home (46% exclusively, 40% hybrid). 

Our survey revealed that 40% of users deploy their robots daily, 
with an average cleaning cycle of 1 hour and 47 minutes and a 
charging duration of 4 hours and 13 minutes. Notably, 46% run 
their robots between 7 AM and 11 AM, with significant idle periods 
throughout the day (as shown in Figure 2). These idle periods, 
combined with accessible storage locations (often the living room), 
suggest the potential for leveraging these robots for secondary 

10https://homesupport.irobot.com/s/article/10225
11https://homesupport.irobot.com/s/article/26647 

functions without requiring active user input. This resonates with 
prior work by Sung et al. [93], who found users typically operate 
robots when away or engaged in other tasks. 

In sum, the survey revealed idle time and insightful usage pat-
terns in domestic robots, motivating an exploratory study in the 
next section with HCI and HRI experts to define an interaction 
design space and identify potential applications. 

4 Exploratory Study with HCI & HRI Experts 
To explore the potential capabilities of domestic robots and define 
a design space for interaction, we conducted an exploratory study 
with experts from industry and academia. This section presents 
the findings from our thematic analysis, which identified 12 key 
dimensions and over 100 use cases to guide future designs and 
interactions with domestic robots. 

4.1 Participants 
We recruited a diverse group of 12 participants (5 female, 7 male) for 
our study, all specialising in either Human-Robot Interaction (HRI) 
or Human-Computer Interaction (HCI). Their experience ranged 
from 1.5 to 23 years (M=7.79, SD=6.4), including PhD students, 
academic faculty, and industry professionals. 

In addition to professional diversity, participants represented a 
diverse range of cultures from six different countries. During our 
interviews, they also shared insights into their lifestyles, including 
pet ownership and living arrangements. All participants were fluent 
in English. Their demographic details are summarised in Table 1. 

4.2 Procedure 
We conducted semi-structured teleconference interviews via Mi-
crosoft Teams, with sessions recorded for subsequent transcription. 
The interview process was divided into three phases: (i) Preparation— 
participants were briefed about the study, provided with an informa-
tion sheet and consent form, and responded to initial demographic 
questions; (ii) Ideation—participants discussed their daily routines 
and viewed videos of three domestic robots (Amazon Astro, Sam-
sung Ballie, and Hello-Robot Stretch 3) to stimulate creative think-
ing about potential applications, employing methods from prior 
research [6, 60, 97]; (iii) Designing—participants co-created scenar-
ios describing how domestic robots could support their everyday 
tasks and ranked these scenarios according to their perceived use-
fulness. At least two authors were present during each interview 
to ensure data consistency and reliability. Each interview lasted 
approximately one hour. 

4.3 Thematic Analysis 
We analysed the interview transcripts using thematic analysis [18], 
utilising both inductive and deductive coding strategies [15]. The 
analysis began with line-by-line inductive coding to address our 
second research question (RQ2): ‘What is the design space for creat-
ing interactions with domestic robots?’ This initial phase identified 

https://homesupport.irobot.com/s/article/10225
https://homesupport.irobot.com/s/article/26647
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ID Gender Residence Occupation 
Experience 
(in years) Area of Expertise 

1 M UK PhD Candidate, Industry (Business Development) 1.5 HRI (Multi-robot Systems) 
2 F S.Korea Assistant Professor in Computer Science 2.5 HCI (Haptic Interfaces/Interaction) 
3 F Germany PhD Candidate 3 HRI (Robot Intent: Exoskeletons and Limbs) 
4 M Singapore Industry (Research Engineer) 3 HCI (VR Data Visualisation, Human-AI Interaction, Design Fiction) 
5 F UK PhD Candidate 5 Computer Vision and HCI 
6 F UK Postdoctoral Researcher 5 HCI (Design and Older Adult Care) 
7 M USA PhD Candidate 6 HRI/HCI 
8 M S.Korea PhD Candidate 6 HCI (Input Techniques, Sensing Techniques, Eye-gaze Interaction and Haptics) 
9 M Singapore Assistant Professor in Computer Science 10 HCI (Multimodal Interactions/Virtual Agents, Robots that Teach Humans) 
10 F UK Assistant Professor in Computer Science 10 HRI (Long Term, In-home Robots) 
11 M UK Assistant Professor in Mechanical Engineering  18.5 Assistive Technology for Visually Impaired or Deaf, Haptics 

12 M Canada PhD Candidate, Programmer 23 HRI 

Table 1: Professional and demographic details of study experts. 

233 discrete scenarios. Subsequently, we refined our approach to 
address our third research question (RQ3): ‘What additional func-
tions can domestic cleaning robots perform during idle periods?’. 
We combined inductive codes with concepts from prior literature 
(deductive approach) and developed a structured codebook. This 
codebook was then iteratively refined by other co-authors and 
guided the development of our design space. 

5 Design Space 
Drawing on insights from expert interviews and informed by ex-
isting literature, we identified 12 key dimensions relevant to the 
design and development of interactions with domestic robots: 
D1 Interaction Entity (Figure 3): Domestic robots are uniquely 

capable of interacting with a diverse range of entities—other 
robots [61], devices (both local [11] and networked [53, 55]), 
the environment [94], and users (both people [35] and pets [40, 
72])—due to their inherent mobility. This mobility eliminates 
spatial constraints, enabling robots to perform infeasible 
tasks for stationary devices like voice assistants in smart 
speakers, which are limited to nearby or network-connected 
entities. For instance, during idle time, a mobile robot can 
autonomously navigate multiple rooms to collect bin bags 
or engage with pets by moving to their location. 

(1) 
Robots 

(2) 
Devices 

(3) 
Environment 

(4) 
Users 

Figure 3: Interaction Entity. E.g., (1) Multiple robots collab-
orate to search for a lost item; (2) A robot manages smart 
devices, such as changing a TV channel; (3) A robot organ-
ises household items; (4) A robot assists the user in taking a 
family photo. 

D2 Interaction Scale (Figure 4): This dimension describes the 
ratio of robots to users in an interaction—one-to-one, one-to-

many, many-to-one, many-to-many)—similar to the "human-
robot-ratio" concept introduced by Yanco et al. [104]. While 
some flexibility in interaction scale might exist with other 
devices, the speed and seamlessness of these transitions dis-
tinguish mobile robots. Unlike stationary devices, mobile 
robots can dynamically and rapidly shift their interaction 
scale due to mobility. For example, a single robot could pa-
trol an entire house, interacting with multiple users in dif-
ferent locations (one-to-many), while a voice assistant re-
quires separate installations in each area. Similarly, multiple 
robots could collaborate with a team of users on a distributed 
task (many-to-many), with transitions happening far more 
quickly than stationary device alternatives. 

(1) 
One-to-One 

(2) 
One-to-Many 

(3) 
Many-to-One 

(4) 
Many-to-Many 

Figure 4: Interaction Scale. E.g., (1) A single robot with a SAD 
lamp provides mobile light therapy to a user; (2) A single 
robot relays a message across multiple users; (3) Multiple 
robots create an immersive sound experience for a single 
user; (4) Multiple robots facilitate social interactions within 
a group, such as a family gathering. 

D3 Augmentation Approaches (Figure 5): Mobile robots can 
extend their capabilities through various augmentation ap-
proaches, such as attachable carts, helmet-style bases [61], 
and docking with robot arms. These augmentations com-
plement advanced sensing technologies and are particularly 
effective due to the robot’s mobility [98, 105]. For example, 
while a stationary device can suggest recipes, a mobile robot 
with a cart can physically transport groceries. This embod-
ied action—manipulating and transporting objects within 
the environment—is a direct result of the robot’s mobility, 
distinguishing it from stationary devices. 
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(1) 
Built-in 

(2) 
Cart 

(3) 
Helmet 

(4) 
Dock 

Figure 5: Augmentation Approaches. E.g., (1) A built-in 
periscope camera provides elevated viewpoints; (2) An at-
tachable cart facilitates item transport; (3) Swappable helmet 
bases enable function changes; (4) Robotic arms attached to 
a charging station enable automatic component reconfigura-
tion of a robot. 

D4 Human-Robot Relationship (Figure 6): This dimension 
outlines the relationship between humans and robots within 
interactions, defining their respective expectations and re-
sponsibilities [66, 80]. Key roles include: Supervisor (directs 
activities), Operator (controls via interface), Bystander (pas-
sively observes), Cooperator (performs complementary tasks), 
Collaborator (works in teams), Service Agent (provides ser-
vices), and Companion (acts as a pet or friend). For a detailed 
discussion of these roles, please refer to [66] and [80] as it 
is beyond the scope of our project. While stationary smart 
devices can fulfil some of these roles, a robot’s mobility un-
locks richer interactions. For example, a human and a mobile 
robot can efficiently collaborate in a kitchen, passing items 
between fridge and cupboards and dynamically swapping 
positions and tasks. 

(1) 
Supervisor 

(5) 
Collaborator 

(2) 
Operator 

(6) 
Service Agent 

(3) 
Bystander 

(4) 
Cooperator 

(7) 
Companion 

Figure 6: Human-Robot Relationship. E.g., A user (1) instructs 
a robot to check if a door is locked; (2) remotely controls 
a robot to interact with a pet; (3) observes a robot while it 
collects bin bags; (4) cooks alongside a robot by working 
on parallel tasks; (5) collaborates with a robot to assemble 
furniture; (6) receives a cup of water from a robot; (7) plays 
cards with a robot. 

D5 Intent (Figure 7): Robot interactions fulfil various purposes: 
task-oriented (e.g., laundry [14]), social (e.g., companion-
ship [4, 63]), educational [41], and care-oriented (e.g., acces-
sibility support [46, 83, 86]). A robot’s mobility allows it to 
accomplish these tasks more efficiently than fixed devices, 
such as cleaning all the windows in a house instead of just 
the nearest one, as well as providing continuous walking 
assistance to a user. 

(1) 
Task-oriented 

(3) 
Educational / 

Training 

(4) 
Caregiving 

(2) 
Social 

Figure 7: Intent. E.g., A robot (1) wipes a tabletop as part 
of a cleaning task; (2) engages in social conversation using 
language models; (3) provides feedback to the user during a 
workout; (4) helps when a user stands and walks. 

D6 Action Types (Figure 8): Robot actions can be physical (e.g., 
object interaction [30]), digital (e.g., data processing [84, 88]), 
or hybrid [38]. While stationary devices are primarily limited 
to digital actions, mobility enables robots to perform physical 
actions which are capabilities beyond the scope of stationary 
devices, such as lifting and moving heavy objects like a sofa 
with a user. 

(3) 
Digital 

(1) 
Physical 

(2) 
Hybrid 

12℃12℃ 82%82% 

Figure 8: Action Types. E.g., A robot (1) carries groceries from 
the driveway to the house; (2) monitors weather forecasts 
and closes windows if rain is expected; (3) scans the fridge 
and suggests items to purchase. 

D7 Spatial Scope (Figure 9): Robots operate in various loca-
tional contexts: specific objects, individual users, particu-
lar areas, multiple areas, the entire home, and virtual envi-
ronments. A stationary device, such as an automatic plant 
watering system12 , can address single-object or area needs. 
However, covering multiple objects or areas often requires 
multiple such devices. In contrast, a single mobile robot 
can seamlessly address these broader spatial needs, such as 
patrolling the entire home for security. This ability to dy-
namically navigate and interact across multiple locations is 
a key advantage of mobile robots. 

12https://www.leafypod.one/ 

https://www.leafypod.one/
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(1) Object 

(3) Particular Area 

(2) User 

(5) Entire House(4) Multiple Areas 

Figure 9: Spatial Scope. E.g., A robot (1) waters the bamboo 
plant; (2) plays with the cat using a laser pointer; (3) dries 
the bathroom floor; (4) pairs up with another robot to facili-
tate in-house communication; (5) performs nightly security 
patrols throughout the house. 

D8 User Proximity (Figure 10): Operations by robots are con-
ditioned by their various proximities to users: close, nearby, 
remote, or distant. This influences interaction effectiveness, 
user experience [101], and user trust [79]. Wearable devices 
consistently remain “close” (albeit sometimes inconvenient), 
and stationary devices are limited to “nearby” or “distant” 
interactions due to their fixed locations. In contrast, mobile 
robots offer dynamic proximity; e.g., a robot can accompany 
a user or proactively find them to deliver timely notifications. 

(4) 
Distant 

(1) 
Close 

(2) 
Nearby 

(3) 
Within House 

Figure 10: User Proximity. E.g., A robot (1) provides contact 
feedback by rubbing a user with comfortable materials; (2) 
clears nearby paths and alerts for hazards; (3) opens the door 
and welcomes a guest while the user is busy; (4) allows users 
to monitor their pet’s condition remotely while at work. 

D9 Interaction Modalities (Figure 11): Robots interact through 
various modalities, both in terms of input and output. From 
the human-to-robot perspective, input modalities include 
tactile touch [39], visual cues such as gestures [76] and 
gaze [100], and auditory signals like voice commands [54, 59]. 

From the robot-to-human perspective, output modalities in-
clude tactile feedback such as touch [44], motion [77], visual 
cues like lights [87], auditory signals such as speech [85, 110], 
and occasional olfactory feedback [22]. For robot-environment 
interactions, inputs allow the robot to detect environmental 
conditions, such as temperature and light [64], while out-
puts enable the robot to adjust these conditions. Noteworthy, 
mobile robots can adapt their position to optimise these in-
teractions. For example, a robot can move in front of a user 
to display a visual warning, unlike stationary devices which 
are limited by their fixed location. 
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Input 
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Figure 11: Interaction Modalities. E.g., A robot (1) stops when 
the user presses a button; (2) recognises the user’s sign lan-
guage commands; (3) transcribes the user’s spoken words; 
(4) gently nudges the user as a reminder; (5) provides visual 
cues, like flashing lights, for notifications; (6) projects sound 
to alert users (weather warnings); (7) diffuses pleasant scents. 

D10 Task Trigger (Figure 12): Tasks can be activated through 
user-initiated commands [71], time-based schedules [12], 
or event-triggered responses to environmental cues [75]. 
While these triggers apply to both mobile and static devices, 
mobility is particularly useful for event-triggered tasks, as it 
allows robots to respond to events across different locations. 
For example, a mobile robot can detect unusual sounds in 
another room and move to investigate the source, a capability 
static devices lack. 

(1) 
User-initiated 

(2) 
Time-based 

(3) 
Event-triggered 

Figure 12: Task Trigger. E.g., A robot (1) activates the oven 
when the user requests it; (2) reminds the user of scheduled 
tasks; (3) detects unusual sounds and navigates within the 
house to inspect the situation. 
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D11 Level of Autonomy (Figure 13): The extent of independent 
decision-making in robots is categorised as follows: Fully 
Directed (follows detailed instructions), Constrained (makes 
decisions within strict parameters), High (makes most deci-
sions independently), and Adaptive (adjusts decisions based 
on context or learned preferences). While these categories 
provide a high-level classification, additional categories may 
exist, as discussed in the prior work [13, 36, 48, 80]. Auton-
omy is more critical for mobile robots, as they have greater 
freedom to act in dynamic environments. For example, in 
an emergency like a user falling, a stationary device might 
only call for help, while a mobile robot could assess the situ-
ation, seek external assistance, and proactively prepare the 
environment by opening doors for emergency responders. 

(4) 
Adaptive 
Autonomy 

(1) 
Fully 

Directed 

(2) 
Constrained 
Autonomy 

(3) 
High 

Autonomy 

Figure 13: Level of Autonomy. E.g., A robot (1) is positioned by 
the user using a joystick; (2) organises household items to pre-
specified locations; (3) fetches all necessary ingredients from 
the fridge based on a high-level user request, like “cooking 
pasta”; (4) detects and responds to an emergency of a user. 

D12 Interaction Outcomes (Figure 14): The outcomes of robot 
interactions can be measured across several sub-dimensions: 
physical modifications to the [65], information provision [51], 
communication exchanges [96], the production of tangible 
goods (e.g., preparing meals [89]), and alterations to the 
status of an entity. Although static devices can deliver infor-
mation and facilitate communication, physical modifications, 
especially at scale (e.g., reconfiguring partition walls), are 
uniquely enabled by a robot’s mobility. 
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(3) 
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Product 
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Figure 14: Interaction Outcomes. E.g., A robot (1) moves heavy 
furniture; (2) suggests recipes based on scanned fridge con-
tents; (3) facilitates hands-free video calls; (4) cooks and 
serves popcorn; (5) manages ventilation by automatically 
opening windows or activating fans to reduce humidity. 

5.1 Linkages in the Design Space 
Aligned with the core tenets of the Research-through-Design pro-
cess, where “artefacts produced in this type of research become design 
exemplars, providing an appropriate conduit for research findings to 
easily transfer to the HCI research and practice communities” [112], 
the design dimensions presented here serve as foundational ele-
ments for developing domestic robot interactions. These dimensions 
provide a starting point for guiding human-centric applications in 
ubiquitous computing, helping robots integrate into everyday life 
and respond to dynamic user needs. In this section, we clarify how 
these dimensions interrelate while preserving their distinct roles: 

Interdependencies Between Dimensions. Some dimensions natu-
rally influence others due to the complexity of robot interactions. 
For instance, D4:Human-Robot Relationship is relevant when 
D1:Interaction Entity involves users, such as in roles where 
the user acts as a supervisor or collaborator. However, this relation-
ship is not applicable in cases like the Bystander role, where users 
simply observe interactions between the robot and other entities. 
D11:Level of Autonomy is closely tied to D10:Task Trigger; 
for example, Adaptive Autonomy is typically aligned with event-
driven tasks, while Fully Directed autonomy is more suitable for 
user-initiated tasks. Similarly, D6:Action Type—whether physical, 
digital, or hybrid—depends on the D5:Intent of the task. Typically, 
care-oriented tasks involve physical actions, while educational tasks 
tend to require digital outputs. 

Distinct Yet Complementary Dimensions. All our design dimen-
sions address distinct aspects of interaction, although many are 
complimentary in nature. For example, D7:Spatial Scope refers 
to the robot’s operational area, such as a specific room or the entire 
home, whereas D8:User Proximity concerns the distance between 
the robot and the user during the task. A robot can operate in spe-
cific spaces based on the user’s proximity. For example, it may clean 
the bathroom only when the user is distant or elsewhere in the 
house, ensuring privacy. Conversely, in the kitchen, it can assist 
with tasks like meal prep while the user is nearby, allowing for 
close monitoring. 

As with any design framework, future work will focus on re-
fining and empirically validating these dimensions. Critically, this 
process must involve gathering feedback directly from end-users to 
ensure the robot’s behaviour aligns with their needs and expecta-
tions. Future research must also incorporate ethical considerations, 
particularly user privacy and data security, to ensure that domestic 
robots enhance daily life while maintaining trust and transparency. 

6 Design Space Evaluation 
Demonstrating the completeness of the design space in complex 
robot-user interactions is challenging due to the multitude of dimen-
sions involved. That said, we employ Delamare’s approach, which 
evaluates both the descriptive power of a design space—its ability 
to capture existing research—and its generative power—identifying 
unexplored areas that can be filled with novel scenarios [27]. 

To identify relevant literature, we systematically reviewed CHI 
and HRI proceedings from January 2014 to September 2024 us-
ing the query: Title:((domestic OR home) AND robot). This search 
yielded 50 papers. After excluding extended abstracts, the corpus 
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(c) - ● - ● - - ● - ● - - - - ● - - - - ● - ● - - - ● -
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(a) - - ● - - ● - - - - ● ● - ● - - - - ● - - - ● - ● 
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(h) - - - - - ● - - - ● ● ● - ● - - - ● - - - ● ● - -

 
 

 
 

 
 

 
 

 
 

 
 

Table 2: A • denotes the usage of the associated design dimension in the corresponding related work, while a - indicates it is not 
covered. (a) Michaelis et al. [57]; (b) Pelikan et al. [70]; (c) Boudouraki et al. [16]; (d) Luria et al. [54]; (e) Zhao & McEwen [111]; 
(f) Ahtinen et al. [3]; (g) Ho et al. [43]; (h) Bouzida et al. [17]. 

was further refined to include only works mainly focusing on inter-
action. While not exhaustive, this descriptive selection provides a 
snapshot of the current landscape. The resulting eight papers, sum-
marised in Table 2, illustrate their association with our 12 design 
space dimensions, as well as with the sub-dimensions. 

In our generative power analysis, we observed that 
D3:Augmentation dimension was notably underrepresented, 
followed by D7:Spatial Scope and D10:Task Trigger, in 
the existing literature. To address this gap, we conceptualised 
applications for a multifunctional robot vacuum throughout the 
day while focusing on these dimensions and combined the findings 
from our survey. 

At 6 am, the domestic robot activates and attaches an arm to 
its frame. It gently taps the user, Taylor, on the shoulder to wake 
her up. Upon waking, the robot reminds her to take her vitamin 
supplements. At 7 am, the robot checks the status of the indoor 
plants. Noticing that the leaves have started to wilt, it attaches an 

arm and several carts to itself, then transports the plants to the 
deck to be placed in the sunlight. According to our survey findings, 
the robot typically begins cleaning the house at 10 am and takes 
approximately two hours. The robot finishes cleaning by 12 pm and 
proceeds to charge for the next four hours. By 4 pm, the robot is 
fully charged. It then reattaches the arm and carts and retrieves the 
indoor plants from the deck, bringing them back inside. At 6 pm, 
Taylor begins cooking and asks the robot for a recipe. In response, 
the robot attaches a projector to itself, displaying the recipe on the 
kitchen wall, allowing Taylor to follow the instructions hands-free. 
Once cooking is completed, the robot autonomously inspects the 
kitchen to ensure the stove and chimney are turned off for Taylor’s 
safety. Later, at 11 pm, when Taylor falls asleep, the robot enters 
silent-mode. It quietly scans the house for security purposes, ensur-
ing that doors and windows are secure. Simultaneously, it performs 
a quick house maintenance check, monitoring for any potential 
issues such as water leaks or electrical malfunctions. By midnight, 
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the robot completes its final task—checking for condensation on 
the walls and floors, particularly under furniture, ensuring a safe 
and dry environment. 

This scenario illustrates how the domestic robot seamlessly inte-
grates into daily routines, providing practical assistance for health, 
security, and house maintenance while enhancing the user experi-
ence through proactive tasks. Future work can leverage technolo-
gies such as Large Language Models (LLMs) to create even more 
novel applications [90], building upon the twelve dimensions as 
design constraints and the application cases (illustrated in Section 7) 
as a starting point. 

7 Application Use Cases 
In Section 4.3, the thematic analysis of the interviews also revealed 
insights into addressing our RQ3: “What additional functions can 
domestic cleaning robots perform during idle periods?” Through 
an iterative process, we categorised the identified use cases into 
eight distinct themes: Home maintenance and management (29 
use cases), personal assistance (27), health and wellness (12), food 
preparation and dining (13), communication and social interaction 
(8), pet care (6), security (5), and entertainment (4). As illustrated in 
Figure 15, we present a curated list of 104 unique application use 
cases. This contribution provides a substantial resource for shaping 
both theoretical research questions, as well as practical pathways 
for the future development of domestic robots. 

Although most of our applications can be performed at any time 
of day due to their nature and the generalisation during the thematic 
analysis, participants expressed that certain applications are more 
suitable for specific times of the day. For instance, in the morning, 
one participant suggested: “[If I had the robot, I’d] like a SAD lamp 
attachment so it could wake you up” (P11), while another mentioned: 
“[The robot performs] cleaning up my bed, doing my bed sheets, all 
that stuff I have to do in the morning” (P12). During the daytime, a 
participant remarked: “If you could imagine these robots following 
you around . . . it could do things like, ’hey, this person is busy’” (P2). 
Both P1 and P7 highlighted their need for robot assistance during 
dinner time: “Before making dinner . . . [the robot] could stick some 
potatoes in the oven” (P1) and “For dinner, . . . it can bring me some 
pepper or salt” (P7). At night, one participant commented: “[The 
robot and my niece] can do a bedtime together, but then she can listen 
to a bedtime story . . . So I can sort of see some of the benefits” (P1). 
Additionally, another participant expressed interest in automatic 
tracking: “Tracking automatic [sleep] tracking at one place. I would 
love that” (P4). 

These examples highlight how different tasks can be tailored to 
specific times of the day (e.g., medicine reminders). On the other 
hand, it is also clear that tasks—such as responding to emergencies, 
correcting posture, controlling lights and AC, opening doors, and 
fetching items—can be performed flexibly throughout the day. 

8 Proof-of-Concept System 
We created four distinct proof-of-concept applications (see Figure 16 
and the video figure) to substantiate the feasibility of repurposing 
domestic robots for a range of interactions in everyday contexts. 
These demonstrations serve as ‘existence proofs’ of our approach, in 
line with the evaluation methods proposed by Ledo et al. [50]. These 

applications were informed by the application scenarios generated 
during our expert interviews, showcasing the diverse roles a robot 
can play throughout the day. 

8.1 Demonstrations 
We implemented the proof-of-concept prototypes using the Create 
3 all-in-one mobile robot development platform by iRobot, which 
includes obstacle sensors and an odometric sensor according to 
its datasheet13 . Although similar to the Roomba Combo Essential 
Robot, the Create 3 does not include vacuuming and mopping func-
tions. However, it allows the integration of additional input and 
output modalities that we leveraged to build our demonstrations. 
To operate the prototype, we included a Raspberry Pi 5 (powered 
by the Create 3’s payload power). Since Raspberry Pi requires 5.1V 
while the payload supplies 14.4V, we employed a DC-DC buck con-
verter (CK1408) to regulate the voltage. Note that the Raspberry Pi 
handles sensor data acquisition and communicates with a server 
for processing. The server on a Windows Laptop performs com-
putations, including machine-learning model inference, and sends 
instructions back to the Raspberry Pi. The Raspberry Pi controls the 
robot and actuators via Bluetooth Low Energy and communicates 
with the server over Wi-Fi (TCP). 

8.1.1 Serving as a mobile wireless charger. The functionality of a 
mobile charger can be integrated into the robot. The robot is de-
signed to follow a user when required, and the user can charge their 
smartphone by simply placing it on the charging spot on the robot. 
The user is not required to search for an available mains supply 
or carry a mobile battery to charge the phone. In this application 
(Figure 16(1)), we designed and 3D printed a re-configurable mount 
to place on the top of the prototype (shown in green). We reused 
components in a wireless charger stand and created the charging 
stand to attach to the mount. This functionality can be used at any 
time when the user needs to charge their phone, such as during 
activities like breakfast or other daily routines. 

8.1.2 Showing a user’s busy status. An additional display enables 
the robot to undertake a variety of tasks. To illustrate, during the 
daytime when a user starts a video meeting, the robot can indicate a 
message from a user, such as “Meeting in Progress, Do not Disturb”, 
when the user starts a video meeting. The robot then notifies the 
relevant individuals, such as the user’s children, and provides the 
user with a quiet environment to work. To implement this appli-
cation (Figure 16(2)), we installed a screen with a stand onto the 
designed mount and used a tablet device that displays the message. 

8.1.3 Projecting workout videos on the wall. An alternative config-
uration would be to attach a projector to the robot in place of the 
screen. Such an application could be the presentation of a video of a 
fitness lecture, which could assist a user in replicating the exercises 
demonstrated by a fitness instructor. The projector’s flexibility in 
terms of direction allows the robot to enable the user to view the 
video from a variety of positions. For example, the video is pro-
jected onto a wall when the user is upright and onto the ceiling 
when the user is lying down. This application is particularly useful 

13https://experience.irobot.com/hubfs/Create%203/Create-3_DataSheet.pdf 
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Clears and sorts food waste while meal is being prepared; Collects and disposes of general household rubbish and takes 
out the trash; Assists with laundry: transfers, hangs, folds, stores clothes, and sorts by colour; Organizes and tidies up 
household items, including small items and dog toys; Waters indoor plants; Sorts recyclable materials from 
waste; Collects used plates, rinses, and places them in the dishwasher; Dusts surfaces; Dries items; Helps with making 
the bed; Reminds users to take out the trash; Moves plants for sunlight; Adjusts furniture; Manages conditions of 
valuable goods; Controls lights and pre-activates AC; Diffuses scent around guests; Manages ventilation by automatically 
opening windows or activating fans to prevent humidity; Directs heat and airflow at the user during various 
activities; Checks if the user is free during tasks and suggests additional tasks (e.g., washing dishes while 
cooking); Moves clutter during cooking; Empties dehumidifier by taking it to the sink; Monitors home appliances to share 
their task progress; Informs user about home items maintenance needs; Serves as a mobile wireless charger for 
devices; Interacts with heating based on user activity; Monitors user activity and provides power optimization; Acts as 
sensor suite for smart home integration; Acts as portable heater, dehumidifier, or lamp, Detects and alerts user for 
humidity, temperature, or mold 

Home Maintenance & Management (29) 

Baby Monitoring; Walking Support; Facilitates communication across multiple rooms/floors; Reduces interruptions by 
showing user’s busy status; Assists with video production; Takes notes while performing another activity; Tracks daily 
activities (e.g., water intake); Clears paths and alerts for tripping hazards; Provides hydration and nourishment during 
study or other cognitively demanding activities; Opens and closes doors for improved access; Assists while climbing 
stairs; Helps carry groceries or items from the supermarket; Serves as a mobile alarm clock, Receives and delivers 
packages when the user is busy; Fetches drinks, snacks, or items from the fridge, or other items like paper from 
printer; Dries hair; Assists with picking clothes; Provides proper screen view during various daily activities, like cooking, 
showering, gardening, playing musical instruments etc.; Reduces distractions by temporarily hiding the user's 
phone; Provides non-intrusive reminders for upcoming meetings, Recognizes user's activity and activates relevant music 
or podcast; Assists with 3D printing tasks, such as managing prints, checking vibrations, and removing plates; Retrieves 
items for garden tasks, Projects shortcuts and documents during video calls; Holds and manipulates objects, like a 
soldering iron or tools while building furniture; Locates and collects dropped or misplaced items; Acts as an accountability 
partner for scheduled tasks, providing gentle reminders 

Personal Assistance (27) 

Tracks and reminds about medication; Collaborates with other 
devices for sleep tracking; Encourages user to move and walk 
around; Acts as a variable weight exercise equipment; Acts as 
a pet-like companion for emotional support; Bedtime Story 
Assistant; Projects workout videos on the wall; Provides 
mobile light therapy with a SAD lamp; Detects and responds 
to emergencies like a fallen person; Assists with exercise: 
supports limbs, corrects posture, and prevents 
injuries; Corrects posture; Provides sensory feedback by 
rubbing user with materials 

Health & Wellness (12) 

Keeps food hot or cools it down using airflow; Assists with 
cooking by extending workspace and holding items; Makes 
drinks like coffee or cocktails; Monitors food condition and 
detects spoilage; Checks fridge and reminds or buys 
ingredients based on meal choices; Prepares ingredients for 
meals; Suggests recipes based on scanned fridge 
contents; Distributes food (with family or visitors); Cooks 
meals like popcorn or places potatoes in oven; Brings items 
like pepper or salt during dinner; Brings breakfast in 
bed; Activates oven's pre-heat during cooking, Assistance with 
opening jars 

Food Preparation & Dining (13) 

Answers the door, communicates with visitors, and relays 
messages; Provides hands-free video calls by following the 
user; Notifies the family members when meal is ready by 
knocking on doors; Initiates social calls to friends or 
family; Breaks the ice with jokes and interactions, Projects 
voice onto objects for directed audio notifications; Interrupts 
subtly, respecting privacy; Explains actions via a display 

Communication & Social Interaction (8) 

Dispenses treats remotely with 
user confirmation; Reminds 
and assists with monthly flea 
repellant treatment; Entertains 
pets with videos, lasers, music, 
moving; Prevents pets from 
entering specific rooms or 
zones in house; Monitors 
pets; Cleans pet items like 
litter boxes and bowls 

Pet Care (6) 

Allows remote monitoring and 
task control of home with live 
video; Performs home security 
patrols; Monitors garage door 
status; Monitors windows, 
closes them automatically if 
intrusion or rain is expected; 
Identifies unusual sounds and 
navigates to the source 

Security (5) 

Demonstrates tasks like 
cooking and drawing using an 
articulated arm; Helps practice 
dance moves through 
kinesthetic interaction; 
Multiple robots collaborate to 
create a 4D sound experience; 
Plays music and 
generates physical sounds 

Entertainment (4) 

Figure 15: List of 104 applications use cases derived from our expert interviews. 
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1 2 
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Figure 16: Implemented Applications: (1) The robot serves as a mobile wireless charger. The robot follows the user, and the user 
can charge the phone by placing it in the holder, (2) The robot shows the user’s busy status using the attached screen, (3) The 
robot projects a workout video on the wall (Left) and on the ceiling (Right), (4) The user monitors the home remotely and has 
task control of the home with live video. The robot observes the oven (Left), and the user watches the live video and controls 
the robot (Right). 

in the evening, when the user may want to relax and follow a work-
out routine at home. As shown in Figure 16(3), we designed a 3D 
printed connector for the Picopix Projector (PPX4935) by Philips 
to mount on the robot. The angle of the projector is automatically 
adjusted by reeling a string linked to the connectors. 

8.1.4 Remote monitoring and task control of home with live video. 
Understanding visual information is crucial for monitoring and 
enables a robot to perform remote home surveillance when com-
bined with user control. The robot captures indoor images, and 
streams live video to the user, who can manipulate the robot re-
motely while viewing the real-time feed. For example, during the 
daytime or when the user is away, they can check if the oven is left 
on by directing the robot to the kitchen and watching the video 
feed from another location. Additionally, if the robot connects with 
IoT appliances like lights or heating systems, the user can control 
them via the robot. To demonstrate this application, we developed 
a camera module that installs into the robot and provides three de-
grees of freedom (as shown in Figure 16(4)). We achieve lifting with 

a pantograph mechanism driven by a stepping motor (CX28BYJ48) 
connected to the GPIO pins on the Raspberry Pi through a stepping 
motor driver (ULN2003). Two servo motors (SM-S2309S) control 
the camera angle, and we attach the Raspberry Pi Camera Module 3 
Wide to the designated port. We also expand the hole on the Create 
3’s top board to allow the camera module to extend. We use the 
Python library Flet to create a graphical user interface, enabling 
users to view the image and control the robot via the keyboard. 

9 Discussion and Future Work 
In this paper, we take an exploratory approach to investigate how 
idle time in domestic robots can be effectively utilised. Through ex-
pert interviews and thematic analysis, we uncover 12 critical design 
dimensions and propose novel use cases that leverage the unique 
mobility and interaction capabilities of robots. These findings ex-
tend beyond traditional robotic tasks, opening new possibilities for 
human-robot interaction in domestic settings. Building on these 
insights, we now reflect on our findings, discuss their implications 
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for HCI and HRI research, and outline avenues for future work to 
enhance the design and functionality of domestic robots. 

9.1 Extending the Design Space and Use Cases 
The expert perspectives we gathered lay a foundational ground-
work for building interactions with domestic robots. As with other 
frameworks of this kind, we anticipate further development and 
refinement of these considerations, including: 

9.1.1 Form-Factor Considerations. As domestic robotics continues 
to evolve, the implications of form-factor design become increas-
ingly critical. Previous studies have highlighted positive user atti-
tudes toward robots, with a distinct preference for non-humanoid 
designs [9, 25, 47]. While our study focuses on a vacuum-based 
robot form factor, it is important to acknowledge that some applica-
tions, such as a bedtime story assistant, do not necessarily require 
mobility and could be implemented on stationary or semi-mobile 
devices. Following this, Our survey found that most users prefer 
placing robots in the living room, offering an opportunity to cre-
ate versatile robots optimised for this environment. Incorporating 
hot-swappable attachments or flexible designs, like those in soft ro-
botics, could enhance adaptability without sacrificing mobility. It is 
crucial that these features don’t impede navigation, allowing robots 
to access hard-to-reach areas, such as under the sofa, to maintain 
functionality and approachability in different environments. 

9.1.2 Multi-Modal Interaction. Experts consistently emphasised 
the need for diverse communication methods, including voice com-
mands, non-verbal cues, and manual controls. This underscores 
the importance of flexibility in interaction modalities. For instance, 
combining physical gestures with voice commands could improve 
usability in situations where hands-free or silent communication is 
preferred. Future work should focus on evaluating multi-modal in-
teractions that integrate various communication methods between 
robots and humans. 

9.1.3 Prioritising Routine and Repetitive Tasks. Experts frequently 
expressed a desire for robots to automate repetitive or tedious tasks, 
such as laundry and waste management. While there is strong in-
terest in having robots manage these routine chores to save time 
and increase efficiency, experts also indicated a preference for not 
delegating all household tasks to robots. This suggests that de-
signers should focus on developing robots that excel at specific 
repetitive tasks while maintaining a balance between automation 
and user engagement. Future research should explore additional 
routine tasks suitable for automation and investigate how to best 
integrate robotic assistance with human involvement to maximise 
the utility and acceptance of domestic robots. 

9.1.4 Health-Related Assistance. There was a strong interest in 
robots that support health and well-being, such as those that remind 
users about medication or ensure home safety, like drying slippy 
bathroom floors. Prioritising these features, especially for users 
with specific accessibility needs, is essential. Future work should 
explore integrating advanced health-monitoring and assistance 
functionalities, making domestic robots vital tools for maintaining 
user health and well-being. 

9.1.5 Respecting Physical and Social Boundaries. Participants high-
lighted the importance of robots respecting physical and social 
boundaries, such as avoiding interruptions during family rituals or 
meals. This feedback should guide designers in addressing the In-
teraction Entity and Interaction Scale dimensions, ensuring robots 
complement rather than disrupt human social norms. Future studies 
could investigate how robots can respect and integrate into these 
boundaries, minimising disruption and discomfort. 

9.1.6 Understanding Diverse Housing Needs. During our inter-
views, we noticed that where people lived had a big impact on 
the types of tasks they preferred. For example, people in cities or 
small apartments liked tasks that saved space, while those in sub-
urbs or larger homes were more focused on overall maintenance. 
This shows that where people live affects what tasks they priori-
tise, and this can lead to different results depending on the type of 
housing. Recognising these differences is important for creating 
robots for the home that can meet the diverse needs of people in 
different living situations. 

9.2 Autonomy and Task Management 
Balancing autonomy and control is crucial for deploying domestic 
robots effectively. Experts emphasised this balance and highlighted 
additional task-allocation factors critical for future designs. 

9.2.1 Autonomy with User Control. Many participants value robots 
that can autonomously complete tasks but also desire control over 
key functions. They prefer permission-based systems where robots 
seek consent before performing specific tasks, especially in sen-
sitive situations. This indicates the need for a flexible autonomy 
framework, allowing robots to switch between autonomous and 
user-directed modes as required. Future research should focus on 
developing adaptive autonomy frameworks that offer users control 
options, which will align robots’ tasks with user comfort and trust. 

9.2.2 Environmental Adaptation. Domestic robots must possess the 
capability to adapt to varying home layouts, including navigating 
stairs, opening and closing doors, and efficiently operating within 
compact spaces. This requirement highlights the need for context-
aware behaviour, where robots adjust their operations based on 
the physical environment and user preferences. Designers should 
consider context-aware adaptation techniques to allow robots to 
operate effectively in diverse settings for improved functionality 
and safety. 

9.2.3 Privacy and Data Protection. Privacy concerns remain sig-
nificant, particularly for robots operating in intimate areas like 
bedrooms or bathrooms. Users expect robots to protect personal 
data and respect spatial privacy. Therefore, designers must incor-
porate strong privacy safeguards, contextual awareness, and data 
protection mechanisms [99]. Additionally, robots should maintain 
appropriate physical proximity to avoid discomfort or breaches of 
personal space. Future studies should focus on developing robust 
privacy and data protection mechanisms to build user trust and 
ensure comfort in personal spaces. 

9.2.4 Dynamic Task Allocation. Effective dynamic task allocation 
is a key challenge. As robots take on more roles at home, systems 
must intelligently assign tasks based on user needs and contexts. 
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For example, a robot might prioritise meal preparation tasks during 
cooking times but switch to managing family schedules afterwards. 
This balance requires careful management of the robot’s autonomy 
and role distribution. Future research should focus on dynamic 
task allocation frameworks that adapt to evolving user needs and 
contexts, such that robots could deliver personalised and efficient 
assistance to users. 

9.3 Limitations 
Our study demonstrates how repurposing a robot’s idle time and 
mobility can enable new applications in ubiquitous computing. Yet, 
there are certain limitations, which we outline below, along with 
possible directions for future work. 

First, we used an expert ideation approach to systematically de-
velop a multi-dimensional design space. However, relying solely 
on professional input risks overlooking the nuanced needs of end-
users, potentially misaligning designs with real-world expectations. 
To address this, future work should incorporate direct user input 
through participatory design sessions and co-creation workshops. 
This would ensure future domestic robots cater to different person-
alised user needs and home layouts. 

Second, while focusing on routine tasks provided structure dur-
ing the interviews, it may have limited exploration of unconven-
tional or personalised tasks. Additionally, participants’ routines 
influenced their contributions; those who did not work from home 
offered fewer insights due to limited interaction with home-based 
activities. These limitations highlight the need for future research 
to include a more diverse participant pool and expand the scope to 
cover a wider range of household tasks. 

Finally, while our proof-of-concept system demonstrates the 
feasibility of the design space through four applications, it has 
not yet undergone extensive user testing or real-world evaluation. 
Without end-user feedback, assessing the practical viability and 
effectiveness of these designs remains challenging. Future research 
should evaluate these applications with end-users in their actual 
homes to better understand practical challenges and opportunities. 
This includes exploring technical solutions such as integrating 
advanced sensing technologies, incorporating dynamic actuation 
techniques (e.g., adjustable periscopes), and developing optimal 
mapping and navigation strategies to expand functionality and 
address a broader range of tasks. 

10 Conclusion 
As domestic robots increasingly integrate into our daily lives, ex-
ploring their full potential becomes essential. This paper introduces 
a novel approach by investigating how we can repurpose the idle 
times of these robots for tasks beyond their primary functions. We 
base our idea on the fact that many existing robots already have 
advanced sensors, which can provide security and environmental 
monitoring during inactivity. Our survey with 50 robot vacuum 
cleaner users provides an initial context for exploring extra func-
tionalities during their substantial idle periods. We found that 40% 
of users activate their vacuum cleaners only once a day, primarily 
between 7 AM and 11 AM. This usage pattern points to an oppor-
tunity for more efficient use of these robots during their downtime. 

Through interviews with HCI and HRI experts (n=12), we devel-
oped a comprehensive design space with 12 dimensions to help 
designers and engineers create novel ubiquitous computing interac-
tions. We also identified over 100 potential applications, illustrating 
how to expand domestic robots beyond their traditional roles. Our 
proof-of-concept system, which implemented four working appli-
cations, shows the technical feasibility. Our findings demonstrate 
that domestic robots can significantly improve and support modern 
lifestyles when viewed from a broader perspective. Future research 
should focus on refining these design dimensions with end-users, 
integrating sensing and actuation functionalities, and exploring 
other novel applications to fully utilise domestic robots’ potential 
in everyday contexts. 
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