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Abstract—We examine the potential for immersive unit visualizations—interactive virtual

environments populated with objects representing individual items in a dataset. Our

virtual reality prototype highlights how immersive unit visualizations can allow viewers to

examine data at multiple scales, support immersive exploration, and create affective

personal experiences with data.

& AS PART OF artist Paul Cummins’ piece, Blood

Swept Lands and Seas of Red, 888,246 ceramic

poppies surrounded the Tower of London to

mark the 100th anniversary of Britain’s first day

of involvement in the First World War. Over the

course of two weeks, each poppy was hand

planted by 17,500 volunteers to represent a Brit-

ish military fatality resulting from the war, then

sold for charitable causes during its exhibition.

The sheer scale of the project made this visuali-

zation an unforgettable experience for millions

of visitors. From above, viewers observed a sea

of red poppies engulfing the tower, emphasizing

the overall magnitude of British war deaths.

However, when walking through the grounds

below the tower, viewers could examine each

individual poppy in the field, establishing a per-

sonal and emotional connection to individual

fallen soldiers. Each of these perspectives

created a different experience for the viewer,

and the unique staging of this art piece in a large

public space with multiple points of view made

it possible to explore both in an immersive way.

Designers and visualization researchers regu-

larly use two-dimensional (2-D) unit visuali-

zations—in which each visual mark directly

corresponds to one element in a dataset—to rep-

resent data onscreen. Meanwhile, artists have

long employed similar unit-based techniques to

communicate and elicit emotional impact by rep-

resenting data via large physical installations

(see Figure 1). In Michel Tauriac’s Mazamet Ville

Morte, the artist asked the entire population of

Mazamet, France, to lie on the pavement, evoking

the total number of French motor vehicle deaths

in 1972. The recent travelling stage performance

series 100% City also uses humans to visualize a

variety of statistics. During each live perfor-

mance, 100 participants selected from the city’s

local population organize themselves on stage in

response to questions about their age, political

leanings, and other topics. When viewed from an
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overhead camera, clear patterns and groupings

can be observed. During the sessions, parti-

cipants also discuss their choices with one

another, creating a social visualization experi-

ence that sparks discussion.

Limited screen sizes and input modalities of

traditional desktop computers have made it diffi-

cult to create dynamic visualizations that sup-

port these same kinds of embodied experiences.

Taking inspiration from large and visually dra-

matic art pieces like these, we examine how

virtual reality (VR) tools can be used to create

immersive unit visualizations that represent data

points as objects in virtual space. While this

design space is vast, we focus on three unique

properties of immersive systems: 1) enabling

new experiences with visualizations that span

multiple scales; 2) supporting data exploration

using physical locomotion and interaction; and

3) using anthropomorphic techniques to prompt

affective responses and encourage storytelling.

BACKGROUND
The practice of using physical objects and

visual marks to represent, count, and reason

about referents in theworld has a rich history that

far predates contemporary data visualization.

Throughout the 20th century, designers have fre-

quently employed more systematic techniques

like ISOTYPE which uses pictographs to visually

encode counts and quantities.1 Pictorial encod-

ings like these, while sometimes controversial,

may support decoding and enhancememorability,

and empirical studies have suggested that they

can be effective when applied judiciously.2 More

recently, tools like SandDance and Kinetica3,4 have

illustrated the potential of dynamic interactive

unit visualizations,which support the examination

of much larger datasets by creating visual group-

ings made up of many individual marks. Mean-

while, unifying grammars like ATOM5 now provide

consistent mechanisms for expressing a diverse

range of unit visualization designs. Data artists

and journalists have also used unit visualizations

to create interactive experiences (like those in

Figure 2) that use unique marks to highlight data

about individual people.

Three-dimensional and immersive approaches

to information visualization are a more recent

phenomenon. Examples of 3-D information visual-

ization tools date back to at least the early 1990s6

and showed promise for some specific applica-

tions. However, 3-D visualizations on the desktop

have generally been regarded as problematic,

since they can introduce occlusion and

“extraneous” depth cues that can make visualiza-

tions more difficult to read and manipulate.7

Today, the widespread adoption of consumer

VR hardware has triggered a resurgence of inter-

est in 3-D and immersive visualization tools.

A variety of commercial and research examples

have begun to appear, often porting existing 2-D

visualizations into 3-D virtual worlds. How-

ever, the inherent immersive quality of VR has

the potential to also create new visualization

experiences that were not feasible in the past

due to the technical and usability constraints of

2-D displays. For example, recent VR visualiza-

tion systems such as ImAxes have demonstrated

the potential for immersive tools to enable new

kinds of spatial exploration and comparison.8

Figure 1. Large art pieces like Paul Cummins’ 2014 Blood Swept Lands and Seas of Red (left, image Ian Capper [CC BY-

SA 2.0]), Yves Mourousi and Michel Tauriac’s 1973Mazamet Ville Morte (middle, Andr�e Cros [CC BY-SA 4.0]), or Rimini

Protokoll’s ongoing 100% City stage (right, Arnold P€oschl) show use of physical objects and people to visualize data in real-

world environments.
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IMMERSIVE UNIT VISUALIZATION
Unlike traditional visualizations, which often

aggregate multiple values into a smaller number

of visual marks, unit visualizations ensure that

every data point is represented by a separate

visual mark. Extending this concept, we define an

immersive unit visualization as a 3-D unit visuali-

zation created for exploration in an immersive

environment. Bringing unit visualizations into

immersive virtual spaces presents a number of

unique properties, including the ability to transi-

tion between different scales, explore datasets

using physical locomotion, and invoke affective

responses through the use of anthropomorphism.

Scale and Transitions

With physical installations, like Blood Swept

Lands and Seas of Red, people must move to

another location to change their perspective

from detail view to overview. By contrast, viewers

in an immersive environment can quickly change

perspectives and can dynamically adjust the dis-

tance between themselves and the visualization.

This makes it possible to quickly examine the unit

visualization from different viewpoints and levels

of visual aggregation. Virtual environments also

make it possible to view data from scales and per-

spectives that are not possible in the physical

world. For example, by interactively scaling a

visualization up or down, a viewer can experience

a visualization both from a helicopter view and

from the perspective of an ant in a matter of sec-

onds. Viewers can also jump quickly from place

to place in a virtual environment, using teleporta-

tion, portals, and other nonlinear movement

strategies that might permit much larger and

elaborate virtual installations.

Immersive Exploration

While immersed in virtual worlds, data explo-

ration has the potential to become much more

casual and exploratory than on traditional plat-

forms. Compared to on-screen displays, immer-

sive VR can greatly increase a viewer’s sense of

presence (their sense of being in an environ-

ment) as well as their perceived embodiment

within a scene.9 This increased level of presence

and embodiment allows immersive visualization

systems to emulate the exploratory experiences

intrinsic to many physical unit visualizations

and art pieces. In these environments, viewers

can explore data via physical locomotion and

Figure 2. Examples of anthropomorphic 2-D unit visualizations. TheWashington Post’s 2017 interactive The Math of Mass

Shootings (top, theWashington Post), Ben Fry’s 2009 GE Health Visualizer (bottom left, Ben Fry), and Mint Digital and

Lingobee’s 2011 animated interactive Sexperience 1000 (Producer: Adam Gee) for Channel 4 (bottom right, Adam Gee).
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leverage their spatial memory and spatial rea-

soning to build an understanding of it. Even with

simple VR setups, the sense of presence can be

profound, and we expect this sense of presence

can be used to create visualizations that evoke a

stronger awareness of scale and space, making it

possible to create large virtual environments

that reward the same kinds of physical explora-

tion as large art installations without the over-

head of physically producing the piece.

Yet, despite wide discussion in the context of

VR generally, little work has specifically exam-

ined the impact of presence and embodiment on

immersive data visualizations. However, prelimi-

nary experiments in both CAVE environments

and using head-mounted displays suggest that

more immersive environments may indeed

impact viewers’ sense of engagement as well

as their data exploration strategies.10 Recent

systems like ImAxes,8 which allows viewers to

create complex multiaxis plots in virtual space,

also highlight the potential for new visualization

techniques, which more actively use 3-D space,

and rely more explicitly on movement and explo-

ration within the virtual environment. Immersive

unit visualizations, which can be composed of

large numbers of individual elements, lend them-

selves particularly well to these kinds of explora-

tion—especially as the number and complexity

of those elements increases.

Anthropomorphism

While human-like forms are only one of many

possible building blocks for immersive unit visu-

alizations, they introduce a number of promising

traits for data-driven storytelling. Anthropomor-

phism has a long history in human art and cul-

ture, and research in a variety of fields suggests

that the presence or assertion of anthropomor-

phic characteristics in objects and animals tends

to be associated with emotional and empathetic

responses.11

From a visualization perspective, humanoid

unit representations are interesting because, like

anthropomorphic ISOTYPE symbols,1 they are

highly recognizable and immediately suggest that

the underlying data correspond to individual

people. Moreover, visualization designers can

vary the appearance of individual models based

on data, altering attributes like height, clothing,

gender cues, and posture to create recognizable

individuals or groups. Viewers’ sensitivity to dif-

ferences in human appearance, style, and motion

also makes it possible to encode data about indi-

viduals in subtle ways—for example, indicating

the presence of an attribute with a fashion acces-

sory or via changes in body language.

Data journalism pieces like the Washington

Post’s The Math of Mass Shootings have used

human forms along with playful animation to rep-

resent data as a way of humanizing the data and

anchoring individualized stories (see Figure 2).12

However, the efficacy of these approaches

remains unclear. Some members of the visualiza-

tion community have advocated strongly for using

humanizing graphics as part of a broader agenda

of empathetic design.13 Yet, recent work by Boy

et al., which examined the impact of a variety of

different anthropomorphic data graphics (or

“anthropographics”) in 2-D charts, found that they

had little to no impact of viewers’ level of empathy

or willingness to donate to a charitable cause.14

In contrast to 2-D unit visualizations like

these, which typically represent individuals or

groups of people using small graphical marks,

immersive virtual unit visualizations offer the

potential for much more lifelike representations.

Rather than representing people using small

marks on a page or screen, an immersive unit

visualization can render them as a detailed

character at the same scale as the viewer. This

increase in size and detail may make it possible

to more easily humanize and create empathetic

feelings toward individuals represented in a

dataset. It also enables more cinematic and

game-like interactions with these characters. In

a virtual environment, character models can

exhibit life-like animations and human-like inter-

actions allowing viewers to interact by asking

questions or reaching out and touching them

directly. As a result, these interactions have the

potential to enable a kind of direct “face-to-face”

relationship with visualizations that simply is

not possible in other settings.

BUILDING AN IMMERSIVE MATH OF
MASS SHOOTINGS

To explore the potential of these three

properties of immersive unit visualizations, we
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constructed a series of prototypes inspired by

the Washington Post’s The Math of Mass Shootings

(see Figures 3, 4, and 5).12 These prototypes,

which we implemented using Unity and the HTC

Vive VR headset, allowed us to examine the

impact of scale transitions, immersive explora-

tion, and anthropomorphism in a visualization

of 130 mass shooting incidents in the United

States (incidents where four or more people

were killed by a shooter) from 1966 to 2017. The

use of digital tools also allowed us to create

large-scale visualization designs, similar to Paul

Cummin’s Blood Swept Lands and Seas of Red,

without the overhead of a physical installation

setup and tear down process.

We treated our design and development as an

exercise in research-through-design,15 in which we

constructed three iterations of the system over a

four-month period, using each as an opportunity

to explore alternative visual representations, con-

trol schemes, and layouts. During each iteration,

we used the visualization extensively ourselves

and also deployed it with a set of three colleagues

from whom we elicited initial responses and feed-

back to help guide subsequent iterations. We also

demonstrated the final version of the visualization

at a public on-campus event, eliciting feedback

from a diverse range of viewers.

Visualization Design

In our prototype, we represented each civilian

death (excluding the shooters themselves) in the

dataset with a 3-D avatar model. To provide more

visual differentiation between individuals, we

used demographic data to select representative

models based on the person’s gender and age. In

total, we used six unique charactermodels to rep-

resent five age groupings and two gender catego-

ries. Because we lacked character models for

very young children, we used the same model for

infants, children, and teens. Our initial version of

the system usedmore detailed character models.

However, in later iterations, we applied a flat gray

shading to the scene to render all human figures

as silhouettes—creating a ghostly appearance

similar to the originalMath of Mass Shootings arti-

cle.12 Due to a lack of data about each person’s

identity, this approach also ensured that we did

not misrepresent the visual appearance of the

victims. We arranged these models in a fractal

phyllotaxis pattern (see Figure 4). This layout

ensured even spacing among models, allowing

viewers to move between them while minimizing

the need to travel vast distances.

Interaction

Across three prototype iterations, we exam-

ined several different direct and indirect mecha-

nisms for interacting with the visualization. To

control scale and position, we explored a mix of

physical locomotion and gestures. Our final

implementation used a two-handed pinch-to-

scale gesture to quickly change the scale of the

world, allowing viewers to transition smoothly

between high-level overviews and more detailed

unit-level perspectives (see Figure 3). This

pinch-to-scale gesture is ubiquitous on multi-

touch devices today and is also widely used in

VR applications, making it quick for the majority

of testers to grasp. When the world is scaled

Figure 3. Immersive unit visualization showing mass shooting victims grouped by gender. Viewers can examine the

visualization from different perspectives, observing groupings and patterns from above (A), then zooming in to a human

scale to see details for individual victims (C).
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down, viewers can observe general aggregated

trends in the data from above (see Figure 4).

When the world is scaled up, viewers can walk

among the avatars and learn more about them.

For examining individual data points, we set-

tled on a set of short-range interactions that

required viewers to reach out and touch each

avatar directly. This triggered a speech bubble

describing the shooting victim (see Figure 5).

Because attaching speech bubbles to the avatars

themselves sometimes caused the message to be

too small or occluded, we instead attached the

bubbles to the controller to ensure that viewers

could read the text clearly. While some testers

did not initially see the speech bubble attached

to the controller because it was outside of their

field of view during the interaction, we found

this to be a reasonable compromise given the

display resolution.

To control the layout of the visualization, we

designed a radial menu on the right controller

which allowed viewers to cluster the victims

according to their age, gender, shooting incident,

or U.S. state. Viewers could also choose “no

grouping” to explore the victims as a single large

crowd. Each time a viewer selected a new group,

the entire set of avatars would immediately turn

and walk to their place in the new layout. We also

included large 3-D labels above each cluster [see

Figure 4(D)], which served as landmarks for navi-

gating within the scene. When observing testers

using the system, we found that these animated

transitions were particularly effective when view-

ing the visualization in overview perspective, as it

made it possible to track individual victims as

they moved from group to group. However, reor-

ganizing groupswhile viewing froma human-scale

Figure 4. Using the radial menu (D), viewers can group shooting victims by gender (A), age group (B and D), or shooting

event (C). Viewers can also group the victims by the U.S. state or choose to leave them ungrouped (not shown).

Figure 5. In our prototype, viewers can interact with avatars

directly for additional details and personalized stories from the

avatars.
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perspective was sometimes more disorienting for

viewers as crowds of avatars moved past the

viewer at a brisk pace, making themhard to track.

LESSONS LEARNED
Based on our extended and iterative experi-

ence with our prototypes, as well as preliminary

reactions from colleagues and other viewers

who used our prototype system, we identify a

number of unique challenges and opportunities

VR presents for immersive unit visualization.

Challenges for VR Unit Visualization

Orientation and Situational Awareness—The

open-world nature of immersive visualizations

like the one in our prototype gives viewers the

freedom to casually explore data in a large vir-

tual space. However, open environments like

these also have the potential to become disori-

enting. For example, in our prototype visualiza-

tions, the high visual similarity between the

low-poly avatar models often made it easy for

viewers to lose track of individuals. Some of the

early testers of our system also experienced

difficultly maintaining a clear sense of their own

position and orientation. Furthermore, zooming

back and forth between overview and human-

scale perspectives was sometimes confusing if

the layout, orientation, or makeup of the visuali-

zation had changed since the last rescaling.

Orientation and awareness issues like these

are common in other kinds of virtual environ-

ments, where prior work on orientation and way-

finding suggests that landmarks (such as flags,

towers, physical terrain, labels, etc.) can make it

easier for viewers to situate themselves.16 Allow-

ing viewers to place their own landmarks and

displaying trails that highlight recent movement

in the scene could also help preserve situational

awareness during changes to the visualization.

In addition, immersive visualizations could pri-

oritize consistent default viewpoints that allow

viewers to reset their perspective by quickly tel-

eporting back to a known consistent overview.

Visual Fidelity and Unit Appearance—In early

versions of the system, we added low-resolution

textures on top of the models, giving them

clothes, skin tones, and facial features that made

them appear more lifelike. However, this created

an unpleasant experience for some testers of the

system, both because it produced a lifeless

uncanny valley effect and because we could not

produce textures that accurately reflected the

appearance of the real individuals identified in

the dataset. As a result, viewers were confronted

by multiple model “clones”, which appeared

identical but were intended to represent different

individuals. In our particular case, stylizing the

scene and rendering the avatars as silhouettes

addressed this concern, but also made it more

difficult for viewers to identify specific victims,

leaving testers often asking for more details about

the victims and their personal identities. Techni-

ques from crowd simulation could be used to cre-

ate more detailed and diverse avatars, varying

properties of the underlying models, textures,

colors, etc., in systematic or data-driven ways.17

However, caution is necessary in cases where

these kinds of generative approaches might pro-

duce avatars or other units that do not visually

reflect their real-world referents.

Personal Space—Users immersed in virtual

environments try to abide by the same nonver-

bal social cues that exist in the physical world

when encountering human-like models. In our

prototype, changing the clustering often caused

avatars to walk through the user’s body and

through one another which created an off-put-

ting experience for some testers. Furthermore,

avatars would often stand uncomfortably close

to the viewer, breaking social conventions that

humans generally abide by in the physical world.

Although we observed some testers resolve these

proxemic issues by maneuvering themselves out

of uncomfortable situations, immersive applica-

tion designers must account for these scenarios

and decide explicitly what interactions users can

perform and how personal space should be han-

dled. Observations from proxemics, including

Hall’s distance zones, may provide useful tem-

plates for these decisions,18 helping designers pre-

dict how a viewer will tolerate intrusions into

personal space.

Opportunities for VR Unit Visualization

Dynamic and Personal Interactions—Although

our visualizations used relatively minimalist 3-D

models and animations, high-quality models like

those used in many contemporary video games
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have the potential to support more dynamic

interactions within avatar-based unit visualiza-

tions. In our implementation, viewers can

approach individual models and touch them to

view their personal stories. However, as in the

original Washington Post article, these stories

merely revealed details about each victim’s

death, which left some testers interested in

uncovering more information about the individu-

als’ identities. Adding more complex agent-

based interactions via natural language could

add another level of depth to the experience. For

example, a viewer could use speech to initiate

character-specific responses.

While our visualization is completely explor-

atory and viewer driven, characters in the envi-

ronment could also provide a guided tour of a

dataset, using storytelling techniques inspired

by contemporary first and third-person games.

In fact, past work on virtual learning environ-

ments suggests that using empathetic charac-

ters in narrative learning tools may indeed lead

to heightened perceptions of presence, involve-

ment, and control.19 We hypothesize that this

may create more personal, familiar, and empa-

thetic connections to data. However, simply

anthropomorphizing data elements may be

insufficient, especially if those models or charac-

ters fail to conform to social norms or suggest a

level of complexity or interactivity that the sys-

tem cannot deliver.

Exploring Large Situated Datasets—Immersive

environments may also be well suited for unit

visualizations in which physical location and

context are important. This includes represen-

tations like population dot maps, which visual-

ize demographic data by plotting individual

geolocated points either to represent popula-

tion density or (at the extreme) each individual

in a dataset.20 In 2-D, these representations

scale elegantly, allowing viewers to zoom in

and examine individual points or zoom out to

see those points visually aggregate. Immersive

visualizations with these kinds of data, how-

ever, have the potential to scale even further,

allowing viewers to examine and interact with

individual data points at a human scale or per-

haps displaying them in-context in virtual rec-

reations of relevant physical environments or

atop 3-D geospatial models.

Worlds-in-Miniature—Viewers in an immersive

unit visualization have the potential to quickly

and dynamically vary the scale of the visualiza-

tion. These scale transitions make it possible to

transition back and forth between overview per-

spectives, where the entire dataset is visible,

and detail perspectives, where they can focus on

individual units. However, as with traditional 2-D

visualizations, it may often be useful to examine

the data at both levels simultaneously, using

overviewþdetail views that surface both high-

level context and low-level detail. During early

testing sessions of our prototype, there were

times when individuals frequently changed scale

of the environment to get a sense of their posi-

tion relative to the groups of avatars.

In immersive visualization environments,

developers might implement overviewþdetail

views using virtual navigation techniques like

world-in-miniature.21 This approach places a minia-

ture copy of the entire environment or visualiza-

tion in the scene next to the viewer. Viewers could

then use this miniature view as a sort of minimap,

allowing them to examine the entire visualization

and building a better understanding of their cur-

rent position in it. These worlds-in-miniature could

also serve as a navigation tool, allowing viewers to

quickly jump to more distant locations in the visu-

alization without changing their scale.

Nonanthropomorphic Units—Datasets that rep-

resent physical objects (museum collections, 3-D

models, etc.) may also be excellent candidates for

immersive unit visualizations, especially where

detailed 3-Dmodels exist. Here, units in the visual-

ization might serve not just as visual marks that

represent the data but instead as direct represen-

tations of the data itself. For example, a visitor

might filter, sort, group, and explore an entire

archival collection in single virtual space—com-

paring items that might be impossible to physi-

cally co-locate.

Sonification and Ambient Audio—In addition

to creating convincing visual landscapes, modern

immersive hardware also provides creators with

precise control over the sonic characteristics of

their environments. Unit visualizations could

leverage this audio capacity, encoding data

attributes via unique sounds, pitches, or speech

that appear to originate directly from individual

marks. Such approaches can leverage the high
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degree of presence in a virtual space to create

strong spatial association between visual and

audio elements. For example, when a viewer

approaches an individual mark, ambient audio

could provide details-on-demand or encode addi-

tional quantitative values. More interestingly,

when a viewer enters an area occupied by multi-

ple entities, the audio from all of them could be

allowed to blend, creating a soundscape that

helps the viewer understand the diversity of data

points in their vicinity—including ones they

might not be able to see. Much like immersive vis-

ualizations, the design of these audio experiences

could also draw on examples from large multime-

dia installations that exist in the physical world.

CONCLUSION
Unit visualizations, while well established as a

2-D visualization technique, present a number of

new opportunities in VR. Our initial prototypes

highlight three interesting properties of these

systems. Dynamic scale transitions support fluid

pivots between overview and detail views within

an immersive environment, building on intuition

from the physical world. Immersive exploration

affords new ways of spatially browsing datasets,

while still supporting standard analysis techni-

ques like sorting and clustering. Meanwhile,

anthropomorphic interactions within immersive

environments have the potential to emphasize

human connections to the data and create new

genres of data-driven storytelling. While immer-

sive unit visualizations entail a unique set of

design challenges, they also provide a variety of

new and exciting ways for viewers to engage with

data, and appreciate the people, places, and

objects behind it.

& REFERENCES

1. O. Neurath, International Picture Language: The First

Rules of Isotype. London, U.K.: K. Paul, Trench,

Trubner, 1936.

2. S. Haroz, R. Kosara, and S. L. Franconeri, “ISOTYPE

visualization: Working memory, performance, and

engagement with pictographs,” in Proc. 33rd Annu.

ACM Conf. Human Factors Comput. Syst., 2015,

pp. 1191–1200.

3. S. M. Drucker and R. Fernandez, “A unifying

framework for animated and interactive unit

visualizations,” Microsoft Res., Washington, DC, USA,

Tech. Rep. MSR-TR-2015-65, Aug. 2015.

4. J. M. Rzeszotarski and A. Kittur, “Kinetica: Naturalistic

multi-touch data visualization,” in Proc. SIGCHI Conf.

Human Factors Comput. Syst., 2014, pp. 897–906.

5. D. Park, S. M. Drucker, R. Fernandez, and N. Elmqvist,

“Atom: A grammar for unit visualizations,” IEEE Trans.

Vis. Comput. Graph., vol. 24, no. 12, pp. 3032–3043,

Dec. 2018.

6. G. G. Robertson, S. K. Card, and J. D. Mackinlay,

“Information visualization using 3D interactive animation,”

Commun. ACM, vol. 36, no. 4, pp. 57–71, Apr. 1993.

7. J. Zacks, E. Levy, B. Tversky, and D. J. Schiano,

“Reading bar graphs: Effects of extraneous depth

cues and graphical context,” J. Exp. Psychol. Appl.,

vol. 4, no. 2, pp. 119–138, 1998.

8. M. Cordeil, A. Cunningham, T. Dwyer, B. H. Thomas,

and K. Marriott, “ImAxes: Immersive axes as

embodied affordances for interactive multivariate data

visualisation,” in Proc. 30th Annu. ACM Symp. User

Interface Softw. Technol., Oct. 2017, pp. 71–83.

9. M. Slater and M. Usoh, “Presence in immersive virtual

environments,” in Proc. IEEE Virtual Reality Annu. Int.

Symp., 1993, pp. 90–96.

10. M. Cordeil, T. Dwyer, K. Klein, B. Laha, K. Marriott, and

B. H. Thomas, “Immersive collaborative analysis of

network connectivity: CAVE-style or head-mounted

display?” IEEE Trans. Vis. Comput. Graph., vol. 23,

no. 1, pp. 441–450, Jan. 2017.

11. J. Vaes, F. Meconi, P. Sessa, and M. Olechowski,

“Minimal humanity cues induce neural empathic

reactions towards non-human entities,”

Neuropsychologia, vol. 89, pp. 132–140, Aug. 2016.

12. B. Berkowitz, L. Gamio, D. Lu, K. Uhrmacher, and

T. Lindeman, “The math of mass shootings,” 2017.

[Online]. Available: https://www.washingtonpost.com/

graphics/national/mass-shootings-in-america/

13. J. Harris, “Connecting with the Dots,” 2015. [Online].

Available: https://source.opennews.org/articles/

connecting-dots/, Accessed on: Oct. 10, 2017.

14. J. Boy, A. V. Pandey, J. Emerson, M. Satterthwaite,

O. Nov, and E. Bertini, “Showing People behind data:

Does anthropomorphizing visualizations elicit more

empathy for human rights data?” in Proc. CHI Conf.

Human Factors Comput. Syst., 2017, pp. 5462–5474.

15. J. Zimmerman, J. Forlizzi, and S. Evenson, “Research

through design as a method for interaction design

research in HCI,” in Proc. SIGCHI Conf. Human

Factors Comput. Syst., 2007, pp. 493–502.

May/June 2019 27
Authorized licensed use limited to: University of Calgary. Downloaded on July 08,2022 at 22:42:42 UTC from IEEE Xplore.  Restrictions apply. 

https://www.washingtonpost.com/graphics/national/mass-shootings-in-america/
https://www.washingtonpost.com/graphics/national/mass-shootings-in-america/
https://source.opennews.org/articles/connecting-dots/
https://source.opennews.org/articles/connecting-dots/


16. R. P. Darken and B. Peterson, “Spatial orientation,

wayfinding, and representation,” in Handbook of

Virtual Environment Technology. Boca Raton, FL, USA:

CRC Press, 2001.

17. D. Thalmann, H. Grillon, J. Maim, and B. Yersin,

“Challenges in crowd simulation,” in Proc. Int. Conf.

CyberWorlds, 2009, pp. 1–12.

18. E. T. Hall, The Hidden Dimension. New York, NY, USA:

Doubleday, 1966.

19. S. W. McQuiggan, J. P. Rowe, and J. C. Lester, “The

effects of empathetic virtual characters on presence in

narrative-centered learning environments,” in Proc.

SIGCHI Conf. Human Factors Comput. Syst., 2008,

pp. 1511–1520.

20. E. Turner and J. P. Allen, “Issues in depicting

population change with dot maps,” Cartogr. Geogr.

Inf. Sci., vol. 37, no. 3, pp. 189–197, Jan. 2010.

21. R. Stoakley, M. J. Conway, and R. Pausch, “Virtual

reality on a WIM,” in Proc. SIGCHI Conf. Human

Factors Comput. Syst., 1995, pp. 265–272.

Alexander Ivanov is a Computer Science gradu-

ate student with the University of Calgary, actively

exploring information visualization techniques in

immersive environments and the use of interactive

evolutionary systems for design. His interests include

information visualization, human–computer interac-

tion, and the use of technology for artistic expression.

He is a member of the Evolutionary and Swarm Design

Lab and the Interactions Lab. Contact him at

aaivanov@ucalgary.ca.

Kurtis Danyluk is a Computer Science graduate

student with the University of Calgary, actively explor-

ing camera control techniques for digital maps and

virtual reality applications. His interests span human–

computer interactions, digital topography, and infor-

mation physicalization. He is a member of the Interac-

tions Lab. Contact him at kdanylu@ucalgary.ca.

Christian Jacob is a Professor of computer sci-

ence and a Professor of biochemistry and molecular

biology with the University of Calgary. His research

interests are in 3-D story telling using computer

game engines, modeling of biological systems, data

visualization and analytics, as well as mixed reality to

support immersive data presentation and decision

making through augmented intelligence. He leads

the Evolutionary and Swarm Design Lab and the

Lindsay Virtual Human project. Contact him at

cjacob@ucalgary.ca.

Wesley Willett is an Assistant Professor of com-

puter science with the University of Calgary where he

holds a Canada Research Chair in Visual Analytics.

His interests span information visualization, social

computing, new media, and human–computer inter-

action, and his research focuses on pairing data

and interactivity to support collaboration, learning,

and discovery. He leads the Data Experience Lab, is

a member of the Interactions Lab, the University’s

human–computer interaction collective, and is

faculty in the Computational Media Design and

Data Science programs. Contact him at wesley.

willett@ucalgary.ca.

Immersive Analytics

28 IEEE Computer Graphics and Applications

Authorized licensed use limited to: University of Calgary. Downloaded on July 08,2022 at 22:42:42 UTC from IEEE Xplore.  Restrictions apply. 

mailto:
mailto:
mailto:
mailto:
mailto:


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


